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Abstract — In this paper an action recognition approach 
is proposed which is based on space-time behavior-based 
similarity measure [1]. This similarity measure can tell if 
two different video segments have the same similar  
motion field. It is calculated from intensity information. 
It allows recognizing actions that is performed by 
differently dressed people in different environments. 
Tests are done in KTH action dataset [1], which contains 
6 different action classes with 25 different people 
performing actions on different environments with 
different clothes. Almost 80 % of recognition rate is 
achieved. 
Keywords — Action recognition, space-time feature, 
behavior-based feature. 

1. INTRODUCTION  
 
 Action recognition is a widely searched topic 
over the last decade and it is developing as the time 
passes. My motivation in this study was to develop a basis 
system for patient care or elderly care. This caring system 
I mentioned aims to monitor patients or elderly ones and 
log their actions. And these action logs could be used for 
their treatment or to determine the level of their illness or 
may be it could trigger another system, which will 
provide instant help in urgent situations. 
 
 I believe that the study I have accomplished in 
this paper could be basis system for the caring system I 
mentioned. In my study I extract the motion fields of the 
actions and assume that each different action has different 
motion field and same actions has very similar motion 
fields. My study is based on this idea. 
 

The rest of the paper is organized as follows: In 
section 2 there will be a brief description about related 
work. In section 3 I will explain my methods. I will give 
some details about the database I used, explain how did I 
evaluate the performance and express the experimental 
results of my approach in section 4. At the end, section 5, 
there will be discussion and conclusion. 
 
 
 
 

2. RELATED WORK  
 

In this study I used space-time behavior-based 
features from the videos and use a supervised classifier to 
perform recognition. In the main inspiration source of my 
study these features are not fed into a classifier, instead 
they have been correlated with other features and by 
consistency measurement the class of these features are 
determined. Details of this paper can be found here [6].  

 
Another approach have been proposed by Dollar 

et al. [7] which extracts sparse interest points and creates 
cuboids using them. These cuboids are used in 
classification. Various datasets and classifiers have been 
tested in this paper. 

3. METHODS 
 
 The most important part of this approach is 
feature extraction from the video sequence. Used visual 
data descriptor is the part of similarity measure in [6]. 
 

3.1 Visual Data Description 
 
 The basis of this descriptor is to extract the 
motion information from the video sequence. If there is an 
action, there will be multiple motions for relevant pixels. 
Understanding this is not possible just using a single 
frame in spatial domain, thatÕs why time domain is 
included in this descriptor. A small space-time patch (3 
dimensional) is moved along all the locations of video 
sequence to create local motion information about that 
location. This information consists of a value, which tells 
there are multiple motions if the value is closer to 1 or 
tells there is single motion if the value is closer to 0. By 
combining these local motion information a global feature 
can be extracted. For example lets say we have a video 
sequence with size !" ×45! 75 (x, y, t) and a space-time 
patch with size 7! ! ! ! , after moving the patch along the 
video sequence there will be 54! !" ! 73  motion 
information and combining these will result 153738 
dimensional feature vector for a video sequence. 
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 Lets give some detail about how do these 
information calculated. It is assumed that, if a space-time 
patch is small enough, then all the pixels within it move 
with a single uniform motion. If we thought the motion of 
these pixels as lines, then by the first assumption, these 
lines are parallel to each other and their direction is same 
(! ! ! , ! ). If we calculate the space-time gradients of the 
pixels in the space-time patch, the gradients will be 
pointing the direction of maximum change of intensity in 
space-time. In other words these gradients will be 
perpendicular to the direction (!!!, ! ). 
 

! ! !

!
!
!

! !   !!!  !!  !!  !!  !!!!            !!!!!!!!!!!!!!! ! !  

 
Where ! !! ! !!! !!!! !

! ! ! !
! . Stacking these equations from 

all pixels within the space-time patch, we obtain 
 

! ! ! ! !! ! ! !

! ! !
! ! ! !!!
!
!

! ! ! ! ! !
!!! !! !

!

!
!
!

=
!
!
!
! ! ! !

!      !!!!!!!        !!! ! !  

 Multiplying both sides of (2) with ! !  yields 
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The rank of the matrix !  tells whether is there a single 
motion at that space-time patch or multiple motions. To 
this end, another notation is developed. 
 

! ! ! !
Σ!!! ! ! ! ! !

! !!!! ! ! !
! !!!      !!!!!!!!      !!!!!!!!(5) 

 
! !  is the upper left of the matrix ! . The difference of 
rank of these two matrices tells whether is there a single 
motion or multiple motions. If the difference is 0 then 
there is a single motion, but if the difference is 1 then 
there are multiple motions. We know that!!  contains time 
components other than ! ! , so also by intuition we can say 
that if these time components increases rank then there 
are multiple motions in time. 
 

∆! ! !"#$ ! − !"#$ !! !
! !!      !!!!"#$%&  !"#$"%
! !!"#$%&#'!!"#$"%&

(! ) 

 

However, due to noise, ∆! ! 1 all the time, since matrix !  
wonÕt be rank deficient. In order to overcome this problem 
another notation is developed.  
 

! ! = !
! ! ! !

! !
⋄!!!

!!!!!!        !!!!!!!      !!!!!!!        !!!!!!!    (! !  

 
Where 0 ! ∆! ! ! . If we follow the same numeric example 
used at the beginning of the definition of this descriptor, the 
153738 dimensional feature vector will contain this ∆!  value in 
every dimension, which corresponds to different location in 
video sequence. Since the dimension is huge it should be 
reduced before feeding this data into classifier. More details of 
this descriptor can be found in [6]. 

3.2 Dimensionality Reduction 
 

Since the size of the feature is huge, and it will 
be extremely inefficient to use the features that way 
dimensionality of the features must be reduced. IÕve done 
this by most common way, using Principal Component 
Analysis (PCA). The main topic of this paper is not about 
PCA, thatÕs why I will just give a brief description about 
it. The way I use PCA can be easily understood by 
reading [2] and [3]. 

 
PCA is mathematically defined as an orthogonal 

linear transformation that transforms the data to a new 
coordinate system such that the greatest variance by any 
projection of the data comes to lie on the first coordinate 
(called the first principal component), the second greatest 
variance on the second coordinate, and so on. In my 
situation the data matrix is ! ! ! matrix, where ! stands 
for size of the feature and !  stands for sample count and 
! ! ! ! Although we can produce !  principal 
components we donÕt need that much since we have ! 
samples. So at most !  principal components is needed to 
represent data. By using PCA very large feature vector 
size could be reduced to very low ones. In section 4 the 
effect of feature size can be seen. 
 

3.3 Classification 
 
 In the concept of recognition based systems, 
there should be a classifier, which decides, which class 
should test object is assigned. In this context, a supervised 
learning method, Support Vector Machine (SVM) is used. 
Again, this paper is not about classification there wonÕt be 
a detailed explanation for SVM. Details of SVM could be 
obtained from [4] and [5]. 
 
 A SVM constructs set of hyperplanes in a high 
dimensional space, which can be used for classification. 
Good separation is achieved by the hyperplane that has 
the largest distance to the nearest training data points of 
any class.  
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4. EXPERIMENTS  
 
 I have done several experiments using both 
linear and non-linear SVM classifier, with different 
number of features. The details of these experiments can 
be found in the following parts of this section. First you 
find information about the database I used, then the 
details of performance evaluation and their results are 
presented. 

4.1 Dataset 
 
 I used KTH action dataset [1] to test the 
performance of my approach. My approach is invariant to 
environment of the action performed or the clothes of the 
people who performs the actions. Since this dataset 
contains various environments and people with different 
clothes it is a suitable dataset to employ.  
  
 This dataset contains 6 different action classes: 
boxing, hand clapping, hand waving, jogging, running, 
walking. In each class there are 25 people performing 
actions in 4 different environments with different clothes. 
One of these is also contains some zooming effects on the 
videos, so it is not used. Then 75 samples results for each 
class (some of them are not exactly 75 couple of videos 
were missing). Their distribution as train samples and test 
samples is as follows: 
 

Table 4. 1 Ð Distribution of samples 

Class Train samples Test samples 
Boxing 50 25 
Hand clapping 50 24 
Hand waving 48 24 
Jogging 50 25 
Running 49 24 
Walking  50 24 

 The sequences in the dataset, originally has a 
resolution of !"# ! !"#  pixels and approximately last 9 
seconds each. The resolution of the sequences is 
downsampled to !" ×!"  and they are cropped to last 3 
seconds. 

4.2 Performance Evaluation 
 

One of the main issues when using a SVM 
classifier is the selection of the parameters. The 
parameters are selected using 5 fold cross-validation on 
the training samples. The !  parameter of both linear and 
non-linear SVM is selected from a range between 10!!  
and !" !  with values that are multiples of !" , the !  
parameter of non-linear SVM is selected from a range 
between ! ! !  and ! ! with values that are multiples of ! . 

The optimization of these parameters done by applying 
cross-validation using the values in the range, and 
selecting the parameters with the highest cross-validation 
accuracy. After selecting the best performing parameters 
in the first range interval, new range intervals are defined 
using the selected parameters and the operation is 
repeated. With almost 3 repetitions optimum parameters 
can be found. 

  
The parameters are optimized for 8 different 

scenarios for both linear and non-linear SVM. These 
scenarios correspond to training data with different 
number of feature size. Note that feature size is reduced 
using PCA. Employed feature sizes and the energy of 
them are shown in the table below. 

 
Table 4. 2 Ð Relation of feature size with energy 

Feature size 250 200 100 50 25 10 5 1 

Energy % 98 94 82 69 57 42 32 11 

 
 
It shouldnÕt be forgotten that SVM performs 

better on a normalized data. The train data matrix is 
rescaled between -1 to 1, and by using the same rescaling 
parameters test data matrix is rescaled. 

4.3 Results 
 
 The cross-validation accuracy, test accuracy and 
the confusion matrix for the best performing feature size 
are tabulated. Also the optimized parameters can be seen 
from the tables. 
 

Table 4. 3 Ð Accuracy table for Linear SVM 

Feature 
Size 

!  Cross-Validation 
Accuracy 

Test 
Accuracy 

250 0.3 50.50 73.28 
200 0.7 60.94 75.34 
100 0.5 70.74 79.45 
50 0.72 79.46 79.45 
25 5 79.12 76.02 
10 2 74.41 67.12 
5 130 68.68 60.27 
1 3 34.00 26.71 

 
From Table 4.3 it can be seen that high feature 

size or low feature size causes both cross-validation and 
test accuracy to decrease. The best result for linear SVM 
is achieved with feature size = 50. It can also be seen that 
both cross-validation and test accuracy increase and 
decrease with the same trend. 
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Table 4. 4 Ð Confusion Matrix of Feature Size = 50 
Linear  SVM 
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Boxing 14 7 4 0 0 0 
Hand clapping 3 20 1 0 0 0 
Hand waving 0 4 20 0 0 0 
Jogging 0 0 0 19 2 4 
Running 0 1 0 0 23 0 
Walking  0 1 0 2 1 20 

 
From Table 4.4 it can be seen that the actions 

performed with whole body (jogging, running, walking), 
does not misclassified as actions performed with the arms 
too much. By intuition it can be said that misclassifying 
boxing as hand clapping is normal since they both same 
similar motion fields. 
 

Table 4. 5 Ð Accuracy table for Non-Linear  SVM 

Feature 
Size 

!  !  Cross-
Validation 
Accuracy 

Test 
Accuracy 

250 110 0.0187 55.21 64.38 
200 6.2 0.125 60.94 57.53 
100 9 0.3125 76.76 67.12 
50 3.34 0.075 79.46 76.02 
25 4.52 0.25 81.14 76.71 
10 4.44 0.54 79.79 71.23 
5 30 0.35 71.72 63.69 
1 8.2 1.1 39.73 32.8 

 
 In the general view of the Table 4.5 there is no 
radical difference with Table 4.3. The most important 
difference is caused because of the nature of Non-Linear 
SVM, which is it gives better result with lower feature 
size, which can be observed. ThatÕs why the best 
performance for Linear SVM achieved using feature size 
= 50 and for Non-Linear SVM feature size = 25.  
 
 
 
 
 
 
 
 
 

Table 4. 6 Ð Confusion Matrix of Feature Size = 25 
Non-Linear  SVM 
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Boxing 16 7 2 0 0 0 
Hand clapping 2 19 3 0 0 0 
Hand waving 1 4 19 0 0 0 
Jogging 0 0 0 18 2 5 
Running 0 1 0 2 21 0 
Walking  0 1 0 3 1 19 

 
 Although the accuracy decreased, general view 
of this table also doesnÕt change much. Only 2 of whole 
body actions misclassified as arm actions as before. Some 
of jogging actions misclassified as walking, and those two 
actions types has very similar motion fields. 

5. DISCUSSION &  CONCLUSION 
 
 The study accomplished here was kind of 
satisfying and the errors done are reasonable but the study 
is insufficient, since higher accuracies have been obtained 
using the same dataset. However there are some hopeful 
things to do as future work. Instead of PCA for 
dimensionality reduction, bag-of-words approach may 
provide better performance results. Visual data descriptor 
is not optimized, it searches for multiple motions all over 
the video, it could be turned into a guided search and 
searches for multiple motions around the previously 
detected ones. Currently the code is also not optimized 
and written in MATLAB, converting the code to C++ and 
optimizing could provide major improvements on 
computation.  
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